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Introduction. In this paper we shall develop the necessary and sufficient 

conditions for a Boolean matrix to have a left and a right inverse. Boolean 

matrices are arrays of Boolean functions just as ordinary matrices are arrays of 

numbers. The rules for Boolean matrix multiplication are the same as for ordinary 

matrix multiplication, except that summation is replaced by logical summation, and 

the product is replaced by a logical product.* Note, of course, that the elements 

of the matrices might just be 0 or 1, which would be treated as a "universally 

trueN and a "universally false" Boolean function, i.e. the least upper bound and 

the greatest lower bound of all the Boolean functions. Use is made of the partition 

of the Boolean matrices, and hence we shall first briefly review the necessary 

elements of this subject. 

Partitioning. A matrix can be partitioned into submatrices. For example 

the matrices 

A = 

/■ 

A A'B 
< 

B 

A.B B A + B 

IT A'B Ä+BJ 

and B ■ A'B 

A + B i 

B Ä-B 

A'B '    B J 1        x 

can be partitioned into submatrices as indicated by the dashed lines. The matrix 

A has been partitioned into the matrix and row vector 

/ 

Ai = 

A'B 

A'B 

B 

A + B 

si&SKs^ ■■■■>■' 

and A,    =    (B, A'B, Ä + B)       ^^f^S 
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while the matrix £[ has been partitioned into 

Bi =        A'B B and B2 

B A + B") 

A'B B 

Ä A'B 

/     s 
B 

Ä'B 
B 

The importance of the notions of submatrix becomes clear with the follow- 

ing observations. From tlje definition, , an element c. . of a matrix product C is 
i j "^ 

derived from the i  row of A and the j  column of B.  Thus it follows that the 

submatrix of ^consisting of elements of rows In l^i ..*, i and columns ji, jj» 

•«•i j will be the product of the submatrix of A consisting of these rows and the 

submatrix of B consisting of these columns. For example for our matrices A and B 

above we have 

A® B = 
-*.  ^^ AA. 

Ai 
® (Bi,B2) = 

Ai ®B] 

A2 (X) B, 

AT ® Ba 

A j ® B2 

B A + B 1   B! 
1 

i.A'B B 
1             1 

!    B 

Ä + B 
\ 

B 1 Mil 
where, as the reader should independently verify, the dashed lines in this last 

result give the partitioned matrices corresponding to the submatrix products. Note 

that we can further partition the rows of A and the columns of B in a corresponding 

manner, and work with even smaller submatrices. For example, if 

An = 

ill = 

A 

A'B 

A'B 

B i A 12 

B  A + B 

A'B   B »Bis ■ 

/   ^ 
B 

A + B 

B 

A'B 

A«i = (B, A'B), A2a = (Ä + B) 

B|i = (Ä, A'B), B22 = (B) 

then our above matrix product becomes 

A®B ■ 
Aii 

V^ai 

'12 

'22 

® 
hi 

»21 

B 12 

B 22, 

(An   ®   Bn    +    A 

(A2i   §   Bn    +   A 

®   B|j   (an   ®   B12 + 

®  B2j  [A21   ®  Bta + 

Al2 

A22 

®   B22j 

®   B22] 

f    B          A + B 

|   Ä'B            B 

1 
B 

[A + B          B Ä'BJ 
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as the reader should independently verify.    A partitioning which is consistent 

with the matrix product notation is called a conformable partitioning.    There can 

be partitioning at several levels,  the lowest level of which results in the actual 

matrix elements themselves. 

Nonad.iacent Partitioning.    It is not necessary to use adjacent rows or 

columns when partitioning a matrix.    However when adjacent rows or columns are not 

used, track must be kept of the original row or column positions.    For example 

consider the matrices 

A = 

0  10 0^ 
1111 
0 0 0 1 
0 0 0 0 
10 0 0 
0 0 10 
10 0 0 

/-»    »    J    *    i     6   »N 

0 10 110 0 
0 0 110 0 0 

and B = 110 10 0 0 
JW 

0 10 0 0 10 

where we hive numbered the rows of A and the columns of B. Now we will partition 

A as follows 

A = and B conformably as B = 

^'556 

fo 0 i dl 11 1 0] 
0 10 0 0 1 0 
10 0 0 1  1 0 

lo 0 0 ij 1 0 0 

from which we have the matrix multiplication 

A®B =' 

whence 

A® B = 

fo 
0 
1 

* 
i 
o 
i 

0 
0 
0 
1 

1 
0 
0 
0 

1 
0 
0 
t 
1 
0 
0 
0 

0 
0 
0 
1 

1 
0 
0 
5 
0 
0 
1 
0 

0 
1 
0 

1 
0 

i 
* 
0 
1 
0 
0 

® 

® 

•»   » 

1 
0 
0« o 9 

01 
0 
0 
0 

1 1 1 
0 0 0 
t 0 1 

1110* 
0     Ö"Ö 0:^ 
0   1 i Oi" 

'•  « *  K « 
0 0 110 
11111 
0 10 0 0 
0 0 0 0 0 

10 11 
10 10 
10 11 

® 

® 

0 0 

1  1 0 
0 1 0 
1 1 0 
1 0 0J 

i IO' 
0 1 0 

8v H 

where in this last step we have rearranged the rows and columns into their original 

order. 
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2. The Inverse of a Boolean Matrix 

Definitions. We shall use our idea of partitioned matrices to develop the 

important concept of the inverse of a Boolean matrix. The left inverse A- of 

a Boolean matrix A is defined as being that matrix for which 

A^1 ® A = H (the identity matrix)  [l] 

Similarly the right inverse A   is a matrix such that 

A® A "1 = H 
*v  r   **** 

An inverse matrix does not exist for every matrix A. For instance, the simple 

matrix 

A = 
0 0 
1 1 

has neither a left nor right inverse. When an inverse exists it is not necessarily 

unique. For example, the matrix 

A = 
0 0 
0 1 
1 0 

has four left inverses, namely 

•1 

•e. [| « »j • I 

1 0 1 

0 1 0 

0 0 1 

1 1 0 

1 0 1 
0 1 0 ® 

0 0 
0 1 
1 0 

V 

1 o1 

lo ij 
/ 

1 0 1 

1 1 0 

etc. 

The properties of a permutation matrix play an important role in the 

development of an inverse for a matrix. For instance, we will show that a permu- 

tation matrix is the only type of matrix that can have both a left and right 

inverse. Also, a square matrix (i.e. of order J X J) has no inverse unless it is 

a permutation. Let us begin with consideration of a left inverse, since the 

properties of a right inverse will then follow by analogy. 

The Development of the Left Inverse. In the following series of theorems 

«.nd corollaries we shall develop the necessary and sufficient conditions for the 

existence of a left inverse for a matrix, as well as a method for obtaining the 

left inverse if it exists. 
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Theorem 2-1  If a square Boolean matrix has a left inversei then this left 
5 

inverse must be a permutation matrix. 

Proof. Let the square matrix A be of order J X Jj then in equation [l] H is 

of order J X J and the left inverse k~   must be of order J X J, Each row of 

Aj , say row i, contributes to a unit diagonal element of Jr}f namely h,. = 1. 

This element arises from the i row of Al and the i  column of A, and in 

particular, say» from the unit in the k  position (column) of the i  row of 

A' and hence the k  position (row) of the i  column of A. Consider any other 

of the rows of A^ , say the j  row. This j  row must have a zero in the k 

th 
position, for if it had a unit in the k  position, then h.. = 1 contrary to 

the definition of H. Thus the k  column of kL   can have only a single unit 
MI p 

and this in the i  row. Since this line of reasoning holds for each of the 

rows of A~ , then each of the J columns of kZ,   must have a single unit, and 
,— — . 

each such unit must correspond to a different row of the J rows. Thus A^ is 

a permutation, as desired. 

-1 
If a left inverse Aa exists for a matrix A of order I X J, Corona^ 

then J < I. 

Proof» Note that the order of A* must be J X I and the order of H must be 

S' 

E' 

where S and S* are square of order I X I, and E is order I X (J — I) and E' Is 

of order (J - I) X I. Now 

S' 

® Cs, E) = 

J X J. Now suppose that J > I, and partition A into 

A - CS,E) and A" conformably into A' = 

A"1 ® A = t       * 
v«*; 

S* ® S  S* ® E 

E' ® S  E* ® E 

= H 
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Since S' ®S and E1 ® E are square, they must contain all the diagonal units of 

H. Thus 

S1 ® S = H' 

where H'  is a unit matrix of order I X I.    Hence S'  is a left inverse and by 

Theorem 2-1 and Corollary 2-1 they are both permutations.    Now 

E' ® S = Z and S' ® E = Z' 

where Z is a matrix of order (J ~ l)  XI with all zero elements, and Z' is a 

matrix of order I X (J - I) with all zero elements. Since S and S' are permu- 

tations we can conclude that E" and E must have all zero elements. Hence 

E' ® E = Z* 

where ZJ* is a matrix of order (J - 1) X (J - I) with all zero elements, which is 

a contradiction to our hypothesis that J > I. Thus J < I as desired. 

Corollarv 2-3.  If a Boolean matrix A^ of order I X J has a left inverse A' of 

order J X I, then A can be partitioned into a permutation matrix S of order 

J X J and a remaining matrix E of order (l — J) X J. 
, -1 

Proof. By corollary 2-2, J < I and hence A  can be partitioned as 

A' = (S1, E') and A can be partitioned conformably as A= 
S 

E 
vrv 

where S and S'  are square matrices of order J X J, E is of order  (I — J) X J, and 

E'  is of order J X (l - J).    Then 

A;1®i= tjr, E*)® 
S 

=    (S* ® S +  E' ® E)    =   H 

where H is of order J X J. Let us consider in detail a method for choosing the 
*■* _1 

columns of S*. Since each row of Aa contributes to its corresponding unit in 
"^ x 

H, there must be a unit in the row which acts to form the unit in H under the 

matrix multiplication operation. Choose the column of this unit to be in S^'. Now 

no two rows can have their contfibuting unit in the same column for reasons 

analogous to those worked out in the proof of Theorem 2-1. Hence S) is a permu- 

tation, and when matrix multiplied by the conformable S^ gives H, the unit matrix. 

Thus S' is a left inverse for S, and hence S-is a permutation matrix, as was to 

be proved. Note that E' ® E -♦ h[ and that S' = S (where ■♦ indicates implication, 

or inclusion, and  represents transposition). 
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Theorem 2-2t    A necessary and sufficient condition that a matrix A of order 

I X J has a left inverse is that A can be partitioned as followsi 

A = 
E 

where S is a permutation matrix of order J X J and E is the remaining matrix. 

Then the left inverse is given by 

A"1 = (8*.  I») 

where E'  is any matrix such that E1 ® E ■♦ H. 

Proof.    The necessity of the condition follows from corollary 2-3.    That the 
-1 condition is sufficient can be shown by demonstrating that AM    is actually the 

left inversei 

A«'1® A = csS r)# 
E 

=    (S1 ® S + E' ® E) 

But as S is a permutation matrix« S 0 S = H, here of order J X J, whence 

Al1 ® A = H + E' ® E = H 
JJ M» ***** |M» MM 4M#» 

since by definition E* ® E -* H.    This completes the proof. 

As an example consider the matrix 

A = 

?] 0 10 0 
0 0 0 
10 0 0 
0 0 10 
0 0 0 0 
1111 

Here S = 

0 10 0 
0 0 0 1 
10 0 0 
0 0 10 

Now E c _   f 0 o o o"1 
1    ^111 ij 

and S    = 

and h»nce E'  = 

0 0 10 
10 0 0 
0 0 0 1 
0 10 0 

«ai eaa 
e3i e3a 
e^i e4a 
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such that; 

'en eia 

•li 622 

•ll 
eu 

•♦1 e43 

® 
(' 

0 0 0 0 
1111 

1 0 0 
0 1 0 
0 0 1 
0 0 0 

By inspection we have that 

E'   = 

where 0  stands for a zero or a unit. 

At namely 

\<p 0I 
\$ 0 
\<t> 0 
l^oj 

Thus there are 2* = 16 possible inverses for 

0 0 10 0 0 0 0  10 1 0 0 0 10 0 0 0 0 10 1 0 

£- 10 0 0 0 0 10 0 0 0 0 10 0 0 1 0 10 0 0 1 0 
0 0 0 1 0 0 0 0 0 1 0 0 0 0 0  1 0 0 0 0 0 1 0 0 
^0100 0 0 • 0 10 0 0 0^ 1 ^0 1 0 0 0 0 

/ • s0 1 0 0 0 0 

and so fo rth. 

As a second example consider 

A = 

0 1 o o] 
0 0 0 0 
0 0 0 1 
0 10 0 
1111 
10 0 0 
0 0 10 

where we have numbered the rows. Here S becomes 

S = 

0 10 0^ 
5 0 0 0 1 
« 10 0 0 
T ^0 0 i oj 

and the conformable S' = S ■ 

where we have numbered the rows and columns as required. 

Now 
a 

""    s 

\ 
0 0 0 0 
0 10 0 
1111 

whence E'  = 

f* H '\ U o o 1 
U ^ o 

0 0 0 
[<P o o\ 

h 



Thus 
0^000 10 
1^00000 
0 0 0 0 0 0 1 
0 0 10 0 0 0 

f 
3 

which, due to the five occurrances of 0 actually represents 2   different matrices. 

Note that we could have used row 4 instead of row 1 in S.   It makes no difference 
provided that whichever is chosen is used consistently«   However9observe that if 
we had used row 4 in S,  then 

•1    . 
0 0 0 0 0 10 
0 0 0 10 0 0 
0 0 0 0 0 0 1 

10 0 10 0 0 0 

which results in some different inverses than obtained with row 1 in S* Altogether! 

then, there can be 2 x 3 = 4° different left inverses for A.. .■•' 

The Right Inverse. Analogous statements to Theorem 2-1, Corollaries 2-1, 

2-2 and 2-3 can be made for a right inverse of a matrix. The. 

analogous statement to Theorem 2-2 is 

T^|g£|n^fc3. A necessary and sufficient condition that a matrix A of order I X J 

has a right inverse is that A can be partitioned as followst 

A = (S, E) 

where £ is a permutation matrix of order I X I and E is the remaining matrix. Then 

the right inverse is given by 

A"1 = r 
Am» 

where E'  is any matrix such that 

E® E1 -+ H 

As an example consider 

A = 
0 0 110 
10 0 10 
0 10 10 
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• 

Htrt S • 
00 1 
1 0 0 
0 1 0 

and ll0l B *       10 
~    Lioj 

or altogether A* 

S« s S" = 

0 1 0 
0 0 1 
1 0 0 
0 0 0 

«hanca 

I 0 l oN| bill and E* > foo o] 1/ < *) 

which rapratanta 2*8 dlffarant aatrlea». 

-10- 


